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Abstract

For Motion Picture Special Effects, it is often necessary
to take a source image of an actor, segment the actor from
the unwanted background, and then composite over a new
background. The standard approach requires the unwanted
background to be a blue screen. While this technique is cap-
able of handling areas where the foreground blends into the
background, the physical requirements present many prac-
tical problems. This paper presents an algorithm that re-
quires minimal human interaction to segment Motion Pic-
ture resolution images and image sequences. We show
that it can be used not only to segment badly lit or noisy
bluescreen images, but also to segment actors where the
background is more varied.

1. Introduction

This paper presents a technique being developed to take
Motion Picture resolution still images of actors and to seg-
ment the image into foreground (the actor) and unwanted
background. The actor can then be composited over a new
background. The algorithm works where many pixels are
blends of background and foreground (e.g. from motion
blur), and removes the background element of these pixels.

Most existing segmentation techniques require filming
the subject in front of a blue screen [1]. Software and hard-
ware systems, such as those by Vlahos [2], segment the im-
age by comparing each pixel to the known backing colour.

We present an algorithm that requires some human inter-
action, but overcomes some of the limitations of blue screen
compositing, allowing segmentation of actors from images
with more normal backgrounds.

1.1. Previous work

Much work has been undertaken in the investigation of
segmenting humans from unwanted backgrounds for areas

such as low bandwidth video compression and face recogni-
tion. Many techniques rely on the background being darker
than the person, and threshold the image intensity (also a
common technique in compositing [3]). A similar idea is
to produce a reference image of the background with no
person present (perhaps by averaging the scene over a long
period of time) and taking the difference between that im-
age and each frame [4].

Techniques that consider spatial relationships between
pixels might use edge detection and region growing [5].
Edges present problems in Motion Picture images because
of motion blur and film grain as well as the high resolu-
tion involved in the source images — the edges become so
soft it is difficult to locate them precisely. Texture Analysis
techniques are also hindered by these problems.

Where edges become very soft, a single pixel may be-
long to both foreground and background. Its final colour
will be some mixture � of a background and ‘clean’ fore-
ground colour. A segmenter must find the value of � as well
as the foreground colour for every pixel within the fore-
ground area. Its output will be a clean foreground image�

and a Matte or alpha channel � . The image can then be
composited into a new background � using the composit-
ing equation

������� � ��� � ���
	���
� � ����� � ��� (1)

for each pixel ��� in the image. This scheme is adequate
to compose images where there are blurred edges, but not
where there is reflection or refraction. Zongker et al [6]
developed a system capable of accurately compositing sur-
faces which are truly transparent and also reflective and re-
fractive, such as a coloured glass. Their technique requires
multiple artificial backgrounds and a static foreground.

Segmentation systems which produce foreground im-
ages and alpha channels are relatively unusual, and all
require a human input. Corel’s KnockOut package and
Adobe’s PhotoShop Extract Tool both require the user to
indicate areas of the image which are definitely foreground
and definitely background, and then process the area in



between. Ruzon and Tomasi [7] use a similar setup in their
alpha estimation technique. Our approach is similar in that
we find alpha values by measuring distances in colour space
between two clusters of points sampled from the known
background and foreground areas.

Mitsunaga et al. [8] developed a system that works with
moving images. It requires a hand-generated alpha channel
for the first frame. The boundary between foreground and
background for the first frame is then known. The bound-
ary in each subsequent frame is found using block match-
ing. Alpha values are generated by calculating the gradi-
ent of the image within the boundary. They assume that,
within the boundary, the background and foreground are re-
latively constant so any gradient in the image is due only
to a transition between foreground and background. They
thus require fairly sharp transitions between foreground and
background, or very smooth images.

Very little academic work has been undertaken in the
accurate segmentation of motion picture resolution images
( � 4 megapixel, 14 bits per channel) where many pixels in
the image are blends of foreground and background.

2. The approach

2.1. User setup

In order that some parts of the image can be identified
as the foreground, and to reduce computational load, some
level of human interaction is used. The user is required to
draw a ‘hint image’. This is a greyscale image which is
black where there is known background, white where there
is known foreground, and grey over the area where there is a
transition between background and foreground. The pixels
marked as grey are the only ones that require processing. It
is critically important that the white and black areas do not
cover parts of the image which are not entirely foreground
or background respectively, as this will cause poor results
in that area.

2.2. Algorithm

Our algorithm takes the input and its corresponding ‘hint
image’ and finds all the pixels along the border of the grey
area. Pixels which are black along this border are marked as
background edge pixels, and similarly the white pixels are
marked as foreground edge pixels.

Small neighbourhoodsof pixels within the unknown area
are processed in turn, by scanning the image for the next un-
classified pixel. All unclassified pixels within a fixed radius��� of this next pixel are collected into a set � . The ��� back-
ground edge pixels nearest in the image to the centre of set
� are collected to form a background set � . Every known

background pixel within a radius � � of any of these collec-
ted background edge pixels is added to the background set.
The same procedure is used to generate a foreground set 	 .
The points from which the pixels are selected are shown in
Figure 1.
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Figure 1. Pixels used to form background,
foreground and unknown sets

In our approach, colours are considered as vectors in 3D
RGB space. The RGB model is used rather than a percep-
tual colour model. Most image sensors — including film —
are sensitive to Red Green and Blue. The averaging effect
of motion blur (the major cause of blended pixels in images)
is therefore best described in RGB space.

A blended pixel 
 from the set of unknown pixels � will
be a blend of a clean foreground � and a clean background
colour � . We assume that � is within the foreground cluster
and � within the background cluster extracted from the im-
age. The pixel 
 will lie on the line

� 
��� , and � will be the
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Figure 2. The � value of a point is the distance
of the point along the line between its clean
foreground and background colours in colour
space

Even assuming that the clean foreground and back-
ground colours are within the clusters selected, there is no
way to determine which two colours are the ‘real’ clean col-
ours. Smith and Blinn [1] show that this is the case even
with a perfect bluescreen and propose a technique which
can perfectly resolve the correct clean foreground colour
provided the scene is photographed with two different col-
oured backgrounds. This is implausible with human actors,



and so the clean foreground and background colours must
be approximated.

Ruzon and Tomasi [7] use a similar technique to ours
in order to extract clusters of foreground and background
points close to a set of unknown pixels. They quantise each
pair of foreground and background clusters into sets of sub-
clusters � ���������
	������� ��� �����
���
	�������� ���������� ����������	� 
����! �#"
and � ��$%�&����'(���)*� ��� ��$+������',����)&� ��������-� ��$/.+����'(01��)�. �#"
respectively, where

�
and

$
are the subcluster means,

�
are

their variances, and
� �

and
) �

are the proportion of points
within the set allocated to subcluster � . They assume that
the clean foreground colour is some linear combination of
the foreground subcluster means, and calculate the colour
and � by examining pairs of subclusters in foreground and
background. Each pair of

��2
and

$/3
yields a probability

distribution of likely � values, according to the values of��4
,
�65

and
�*487�)&5

. The likelihood of a particular � value
is found by summing the probability for that � value over
each sensible pair 9 ��: . The � value chosen is the one that
yields the highest total probability.

The iterative search for the best alpha value and the vec-
tor quantisation system they use [9] are computationally
expensive for very large images. Approximating the sub-
clusters as Spherical Gaussians (where the covariance mat-
rix is a scalar multiple of the identity matrix) is inaccurate
in high resolution images.

Our procedure is based on the observation that the
clusters tend to be prolate (cigar shaped) in RGB space: The
pixels form the same basic colour with varying degrees of il-
lumination, or they are part of a transition between two col-
ours. Using Principal Components Analysis [9], the prin-
cipal axis through the centre of each cluster is found. The
limits of the cluster along this line are calculated by PCA
transforming the set and finding the range

� � .
�;! � � .=<�> � of
the transformed set along the principal axis. The mean? @ ��� @ �&� @�A�B

in each dimension of PCA space is also cal-
culated. The transformed end points 
,CED � =

? � . �;!�� @ �*� @�A�B
and 
FCHG�I =

? � .1<�>�� @ ��� @�A�B are then inverse transformed back
into RGB space to form 
�J and 
 � . Fig 3 shows a cluster,
and the line

� � � 

 J 
 � . The range of the set is used rather than
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Figure 3. Cluster of points in RGB space with
the line 
�J 
 �

the variance because the clusters are very rarely symmetric.
The range calculation is performed for both foreground and
background, giving two lines

� � � 

FJ 
 �K and

� � � 

LJ 
 � � , as shown

in Fig 4.
It is now assumed that every pixel M in the set of unknown

pixels � is composed of a clean background colour close to
a colour � , and a clean foreground close to a colour � , where
� is a point on the line

� � � 

FJ 
 � � and � lies on the line

� � � 

FJ 
 ��K .

� and � are therefore the estimated clean foreground and
background colours. The most appropriate points to choose
for � and � are those points closest to M , formed by finding

: � � M � 
 J �N7�� 
 � � 
 J �
� 
 � � 
 J �

� (2)

for foreground
: K

and background
: � . If

: K
and

: � are lim-
ited to the range

�PO
�  �
, then

� � 
 � � : � 	 
LJ � � 
�Q: � � (3)

� � 
 � K
: K 	 
 J K �� �R: K �
(4)

gives points � and � constrained to lie between 
,J and 
 � .
The alpha value can then be calculated using

� � � M � � �F7 � � � � �
� � � � �

� (5)

again limiting the result to lie on the range
�PO
�  �

.

2.3. Clean foreground colour

In order to composite correctly, the clean foreground col-
our is needed as well as � . Recombining � and � (the
estimated clean foreground and background colours) using
the calculated value for alpha according to Equation 1, pro-
duces a point S which is the closest point on the line to the
original pixel M . By adding the vector

� S�M to the estimated
foreground point � , a better estimate ��T of the clean fore-
ground colour can be generated.
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Figure 4. Position of points used to classify
in colour space



(a) Original frame (b) Keylight package (c) KnockOut package (d) Our algorithm

Figure 5. Mattes from Frame 30 of CFC’s Rachael sequence

2.4. Alpha correction

It has been assumed that the clean foreground and back-
ground colours lie very close to the principal axis

� � � 

 J 
 �

of the two clusters. For clusters with large variances, this
can lead to an anomaly: pixels in the unknown area may
be closer to the foreground axis than some pixels within
the foreground cluster. These pixels will not be assigned� � 

if they lie between the principal axes of foreground
and background. This can result in two identically coloured
pixels (one within the foreground cluster and one in the un-
known region) being assigned different alpha values. If the
pixels are adjacent, a visible artifact will result.

To avoid this problem, the pixels in each cluster which
are closest in colour space to the point being classified M
are found. Each of these closest pixels are classified in the
same way as M to give corrections, �

K
for foreground and

� � for background. � for M can be then be adjusted using� T � � � �
� � � � � � K � � � � .

It is possible to prescale every value of � � and �
K

by some
constants, which is equivalent to the Matte Density setting
in the Ultimatte bluescreen package.

This stage also provides indication that the clusters are
too similar: If ��� is too big, or �

K
is too small, or if � ����� K

it is decided that the clusters are too similar to accurately
classify this pixel — they will probably appear to overlap in
colour space. Pixels which cannot be classified because of
this similarity can be marked with a special alpha value, and
must be classified by hand or using an alternative technique.

2.5. Multi-classification

Pixels are classified in small, non overlapping sets. If
the foreground or background is detailed (i.e. non uniform)
then two adjacent sets of pixels can be classified using pairs
of clusters in very different positions. This will lead to de-
tectable lines in the image. This can be avoided by multiply
classifying pixels. Every � th row and column is examined
for a pixel within the unclassified region, forming the set
� out of all points within a radius � � of the scanned pixel,

whether or not they have been previously classified. Val-
ues of � and � � are chosen such that a single pixel will be
classified more than once. The final � value is calculated
by forming a weighted average of the calculated � values.
The weight for each classification is proportional to

�
� � �

� S�M
(all the weights used in classifying a single pixel sum to 1).
This scheme favours cluster pairs positioned such that M lies
close to the line

�
� � , indicating that the � and � are likely

clean foreground and background colours.

3. Results

We first compare our algorithm to standard bluescreen
systems. Fig. 5(a) shows a frame from the Rachael se-
quence, which contains large amounts of film grain noise.
Fig. 5(b) shows the result of processing this image with
Keylight, a professional bluescreen package. The back-
ground area in this sequence is affected by the film grain.
Our result is shown in Fig. 5(d). Here, � � ���*O , � � ����O ,
� K ����O

, � � ��� , � K � O
(Our algorithm is not greatly

sensitive to changes in these parameters). Single classific-
ation of each pixel has produced a satisfactory result. The
area between the cardigan and curtain proved challenging,
as the colours are very similar, but performance in other
places is very good, even preserving the strand of hair by the
mouth. Noise has not affected the background area. Fig 5(c)
shows the matte produced by Corel KnockOut. This image
has a noisy background, and has not accurately segmented
the fingers or the area where the cardigan is in shadow.

While our algorithm performs very well even on noisy
bluescreen images, we would like to use more normal back-
grounds. Fig. 6(b) shows the result of segmenting the Gema
image (Fig. 6(a)) using Corel KnockOut. There are many
missed areas of foreground around the T-shirt and the top
of the head, and much noise in the background. Fig. 6(c)
shows the result of using our algorithm in multi-pass mode.
This image contains fewer artifacts, with a much improved
performance around the top of the head. The background
and foreground in this area are very similar in colour. The
background area is still slightly noisy. These pixels were



(a) Original frame (b) KnockOut package (c) Our algorithm

Figure 6. Results with Gema test image

detected as being badly classified, but the result of classific-
ation has been shown for comparison.

Full colour results (including the clean foreground im-
ages) are available from the authors’ webpage.

4. Moving image sequences

Our objective is to avoid the need for user input for every
frame of an image sequence. One possibility would be to
use block matching to locate the unknown area in the cur-
rent frame, similar to the approach taken by Mitsunaga et
al [8]. The amount of inter-frame movement in our se-
quences, and the amount of motion blur resulting, makes
this technique difficult to apply to Motion Picture images.

Instead, a different approach has been taken. The alpha
channel generated from the previous frame can be used to
assist with the segmentation of the current frame. The first
step is to segment roughly the current frame, by using a
K nearest neighbour classifier.

For each pixel in the previous and current frames, the
mean colour of a ����� block centred around the pixel is
calculated. For each of the blocks in the current frame,
all blocks in the previous frame within a fixed aperture are
scanned. The � nearest blocks to the current block (i.e.
those that have the smallest difference in colour space) are
found. Any block in the previous frame which is not en-
tirely background or entirely foreground is ignored.

If more than three quarters of the � nearest blocks came
from an area which was previously classified as entirely
background or foreground, and the difference between this
block and the nearest block is less than some threshold,
the pixel is marked as background or foreground respect-
ively. Otherwise, the block is likely to be a combination
of background and foreground and is marked as unknown.
The aperture used is dependent on the amount of inter-frame
movement. This segmentation results in a noisy ternary seg-
mentation of the current frame. Any pixel which borders the

background and foreground is also marked as unknown, and
the unknown area is dilated.

There are two alternative ways of processing these un-
known pixels. One way is to find background and fore-
ground edge pixels in this new segmentation, and use these
to form clusters for classification. However, this segmenta-
tion is not accurate and our algorithm will fail if the known
background or foreground region contains a blended pixel,
as this blended colour will be considered to be a clean col-
our. An alternative is to classify each pixel M in the un-
known region of the current frame using clusters extracted
from the previous frame, again using the alpha channel to
identify these regions. For this method, edge pixels in the
previous frame must be located as before. Now, for each
foreground edge pixel in the previous frame, the sets 	 and
� are found as before, and all unknown pixels in the current
frame within a large radius � � are processed.

4.1. Results

Figure 7(d) was generated using our standard single
frame approach with image 7(a). The remaining mattes
were produced using the multi-frame technique. The mattes
have been cropped in order to show them more clearly. In
this sequence, the table top has a very similar colour to the
soft toy, which has caused the streak visible in the right hand
side of the image. Inter-frame movement is � 170 pixels.

5. Conclusions and future work

We have presented a technique for segmenting subjects
with soft edges from motion picture resolution images us-
ing limited human interaction, and extended this technique
to allow classification of subsequent frames with little or
no further user-input. Our algorithm appears to outper-
form commercially available packages on images with non-
uniform backgrounds. As expected, in areas where the
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Figure 7. Results with Teddy test sequence

background and foreground are too similarly coloured, per-
formance is degraded.

Future work will look at these difficult areas and attempt
to use spatial as well as colour-based information to assist
the classifier. Where the actor is moving differently to the
background, it may be possible to detect that certain areas
of the image are background because they do not move with
the actor. Automatic generation of the hint image for the
first frame of a sequence will also be investigated. This
will remove all need for human interaction, making the sys-
tem suitable for live television and MPEG-IV content based
compression.
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